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1. Highlights and recommendation

Despite early efforts by a range of relevant stakeholders to raise awareness of the risks
and ethical implications of generative Al (GenAl) in research, these efforts remain
heterogeneous across the entire research landscape and have not reached all spheres
of academia. Accordingly, there is general agreement that the academic community and
policy makers, both at the national and supranational levels, must develop and adopt
common definitions, ethical frameworks, policies and guidelines on the areas in

which it can be responsibly used and regarding the integration of these technologies into
scientific practice and reporting to prevent malicious use and safeguard academic
integrity. This may also involve raising awareness of the positive and negative impacts
of Al. Furthermore, given the rapid advancements in the field of artificial intelligence, it
is crucial that these common policies and guidelines are kept up to date with the latest
develobments.

Below are some key highlights from a literature review and an analysis of GenAl chatbot
mentions in the scientific literature that underpin the above recommendation:

¢ Rapid growth in GenAl mentions: Since the launch of OpenAl's ChatGPT in November
2022, the number of documents with GenAl chatbot mentions increased nearly 13-fold from
November 2022 to December 2023, with OpenAl driving the uptake.

e Concentration in specific domains: The use of GenAl chatbots is primarily concentrated
in a few research domains, with the Applied Sciences, particularly ICT, showing the highest
prevalence. Health Sciences and certain subfields within the Economic & Social Sciences
and Arts & Humanities also exhibit significant mentions.

e Substantial benefits: The use of GenAl has substantial benefits across many areas and
sectors of society. In research, it notably reduces costs through more efficient literature
review, data mining, data processing and analysis, and assistance in drafting manuscripts.

o Predominant use cases: Writing and application are the main use cases associated with
GenAl chatbot mentions in scientific documents, each accounting for roughly a third of such
documents. This suggests that GenAl is becoming a pervasive tool in academic writing and
research applications. The distribution of documents with GenAl chatbot mentions across
use cases varied by research area, document type, and document section where the
mentions occurred. Notably, mentions in the acknowledgement section of documents more
frequently disclose the use of GenAl in academic writing compared to other sections.

e Strain on quality assurance and trust: Researchers warn that increasing Al use in
research and academia could strain quality assurance and raise trust issues, potentially
causing societal “future shock.” While our analysis showed increased trends in the use of
GenAl in research, it was not possible to ascertain the impact on actual research,
methodologies, data collection, and results. The literature is also inconclusive on this aspect.
Monitoring GenAl’s impact on research is increasingly important, even though it is not an
explicit part of the European Union’s Al Act.

e Ethical and risk awareness gaps: Despite the rapid adoption of GenAl, the debate on risk
awareness, ethical implications, and the impact on academic integrity is less well developed
compared to discussions on the applicability and usability of these tools. For instance, the
share of documents with chatbot mentions that are concerned with the ethics of GenAl usage
(8%) is far below the collective shares of documents with mentions concerned with writing,
application, evaluation, and development (close to 95%; note the sum across use cases



adds up to more than 100%). This highlights the need for more comprehensive discussions
and policies addressing these concerns.

2. Background

Generative Al (GenAl) is defined as any atrtificial intelligence (Al) technology able to create new
content in response to user prompts. This is achieved using various Al models (e.g., large
language models, autoencoders) that learn patterns from existing data through advanced
techniques like deep learning and neural networks. These models often produce outputs that
are indistinguishable from human-created content.

The use of GenAl may benefit industry and society across various areas and sectors by
improving efficiency and stimulating innovation. With its ability to create new content, such as
text, images, music, code, and art, GenAl empowers creative professionals to explore new ideas
and concepts with greater ease and speed. GenAl models can notably accelerate the
prototyping process in the fashion, architecture, and product design industries by generating
numerous design variations in a short amount of time. In the entertainment and gaming industry,
GenAl may assist in creating realistic special effects, animations, and audio enhancements, as
well as generating complex environments and enhancing character and user interactions. By
automating time-consuming routine and repetitive tasks, GenAl also promises improved
efficiency, productivity and cost reduction to more easily scale up such processes. By freeing
up human resources and shortening time needed for processes, GenAl can lead to significant
cost saving.

It is also anticipated that GenAl will be increasingly used by researchers to generate and/or
analyse data, as well as to assist in drafting or reviewing manuscripts. In response to this
increased usage, publishers, research institutes and governmental bodies have felt a need to
introduce internal guidelines and policies to guide the responsible use of GenAl and mitigate
any adverse effects.

In this policy brief, team members from Science-Metrix, NIFU and UNU-MERIT (Maastricht
University) first conducted a literature review of the current debate on the use of GenAl in
research, specifically on the use of chatbots (Section 2). The review is organised around the
concerns raised by the use of GenAl and the debate on how to address these issues. It notably
includes a review of publishers’ policies and guidelines focusing on how they restrain the use of
GenAl in research, as well as help ensure research integrity. Section 3 explores trends in the
use of GenAl chatbots in research using documents indexed in Scopus that mentioned the use
of chatbots. Section 3 also analyses the context within which these chatbots were mentioned
and provides an early analysis of the imprints left by the use of GenAl chatbots in academic
writing. Finally, Section 4 discusses the study findings.

3. Literature review

The idea of artificial intelligence is not recent, nor are its first implementations. Recommender
systems and pattern recognition, soon followed by neural networks and deep learning models,
have been in existence for more than two decades. More recently, we have witnessed an
exponential growth in GenAl development with the advent of large language models (LLMs) and
generative pre-trained transformers (GPTs). But, even though Stephen Hawking, Elon Musk
and others published an open letter calling for more research on the societal impact of Al in
2015 (Hawking et al.), it is proving difficult to measure the impact and implications of Al use on
society. This is likely due to the rapid pace of developments and the increasingly widespread



application of the technology. This statement is supported by the analysis in Section 2 which
clearly points at the exponential rise in GenAl use in academic writing.

Most articles and reviews discussing the impact and implications of Al in research are
concentrated in a few key areas. These areas are primarily related to health and medicine, with
some coverage in business and accounting-related areas. Besides these, there is significant
focus on the impact of Al on education, particularly on the implications of its use by students. At
the educational level, Al poses challenges such as the potential weakening of critical thinking
among students, as discussed in Section 2.3. Furthermore, the rapid advances in LLM
development raise questions about the future viability of our current student evaluation system
(Li etal., 2023).

Regarding the impact of GenAl, a number of socio-economic aspects are at the forefront of the
societal debate. The European Parliament (2020)* has translated these into the following impact
areas of Al on the economy and society at large:

« Impact on society: the labour market, inequality, privacy, human rights and dignity, bias,
democracy

¢ Impact on human psychology: relationships, personhood
» Impact on the financial system: risk management, accuracy?
e Impact on the legal system: criminal law, tort law

e Impact on the environment and the planet: use of natural resources, pollution and waste,
energy concerns, ways Al could help the planet

e Impact on trust: why trust is important, fairness, transparency, accountability, control

The European Union’s Al Act (2023),2 as part of the EU’s Digital Future strategy, follows a risk-
based approach to mitigate and minimise the negative impacts mentioned above. The
regulatory framework of the Al Act categorises Al applications across four risk levels: minimal
risk, limited risk, high risk, and unacceptable risk. The Al systems at the top risk level will be
considered a ‘threat to the safety, livelihoods and rights of people’ (European Union, 2023) and
will be banned.

Furthermore, the Al Act seeks to introduce ‘transparency obligations’ (European Union, 2023)
for all general-purpose Al models. These obligations should allow for a better understanding
and risk management of the Al models. The obligations include self-assessment, testing and
model evaluations, as well as the mitigation of systemic risks, incident reporting and
cybersecurity requirements.

From the six impact areas formulated by the European Parliament in 2020, the impact on
research and development activities itself is missing. This lacuna, however, has been remedied
by the recently published ‘Living Guidelines on the Responsible Use of Generative Al in
Research’ (European Commission, 2024) which details a number of guidelines researchers are
recommended to follow, in conjunction with the European Code of Conduct for Research
Integrity,® and the guidelines on Trustworthy Al, developed by the High-Level Expert Group on

1European Parliament. (2020). The ethics of artificial intelligence: Issues and initiatives (PE 634.452). EPRS |
European Parliamentary Research Service.

2 European Commission (2024). Al in Finance. https:/finance.ec.europa.eu/news/ai-finance-2024-06-19_en
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AlL® These guidelines follow the four main ethical norms in research, namely reliability, honesty,
respect and accountability.

The literature review, however, shows that the academic community had already adopted a
certain level of self-assessment and regulation before these guidelines were established. This
self-assessment and regulation relied primarily on the aforementioned principles of academic
integrity and research ethics. The main points are summarised and discussed below. But first,
let’s explore the promises of GenAl for research.

3.1. The Benefits of GenAl for Research

Researchers and postgraduate students appreciate the capabilities of ChatGPT and similar
models for their assistance in a variety of tasks. These include conducting literature reviews,
enhancing the language, tone and style of research proposals or manuscripts, particularly
benefiting non-native English speakers and improving equity in publishing, suggesting relevant
journals for publication, brainstorming ideas, developing research designs, generating data and
evidence, and promoting research through more accessible plain language summaries. The use
of GenAl not only saves time but also enhances the quality of research outputs (Fecher et al.
2023), consequently boosting productivity and efficiency (Al-Zahrani, 2023; Morocco-Clarke,
2024). Access to information is crucial for researchers, and since the advent of ChatGPT,
several literature-search tools (e.g., Scopus Al, Elicit, and Perplexity Al) have leveraged GenAl
to help researchers responsibly process and summarise large amounts of trusted scientific
knowledge at unprecedented speed. By enabling researchers to stay updated with the latest
developments in their fields and integrate diverse sources of information, these tools are
expected to see rapid growth in both usage and performance (Morocco-Clarke, 2024; Al-
Zahrani, 2023; Dwivedi et al., 2023).

Besides researchers, scientific publishers can also benefit from the integration of GenAl
technologies. GenAl can assist with the initial manuscript checking and screening process by
evaluating completeness, research integrity, references, and formatting before the paper
reaches editors or reviewers. This streamlines the submission process, ensuring that
manuscripts meet necessary standards early on. Additionally, GenAl can recommend suitable
reviewers by analysing keywords and other metadata, thereby accelerating the peer review
process and enhancing the neutrality and relevance of reviewer selection. By leveraging these
capabilities, GenAl helps improve efficiency, reduce administrative workload, and maintain high
standards in scientific publishing.

While the benefits of GenAl in research are significant, it is essential to address challenges such
as ethical considerations, data privacy, and potential biases to ensure its responsible and
effective use.

3.2. The Risks and Ethics of GenAl for Research

3.2.1. Risk Awareness

Fecher et al. (2023) pointed out that the academic quality assurance system will likely
experience increasing strain due to a rise in Al-assisted outputs in terms of writing, but an
increased use of Al in research development and execution can also be expected. Erduran &
Levrini (2024) echoed this sentiment and additionally pointed out that the accelerated use of Al
in research might not only create trust issues within academia but also in society: Erduran &

6European Commission (2019). Ethics guidelines for trustworthy Al



Levrini cited the work of Alvin Toffler (1970), explaining that such rapid advances might prove
to be a ‘future shock’ and provoke ‘technology alienation’ from the general public. Ferrara (2024)
was even more specific in discussing the potential misuse of Al tools in misinformation
campaigns, the generation of malicious content and the bypassing of traditional security filters
with the use of Al.

Ferrara’s paper (2024) is much in line with the European Parliament’s (2020) concerns about
the erosion of trust in government and science, as described above. The article advocates for
raising awareness about ‘the dual-edge nature of GenAl and LLMs’ and calls for a responsible
use framework that would include safeguards against malicious use, much the same as
advocated for by the EU’s Al Act.

3.2.2. Ethical Implications

Stahl and Eke (2024) discussed the ethical issues connected with the use of GenAl chatbots
such as ChatGPT, extending the discussion to scientific writing and authorship. They proposed
examining the entire Al ecosystem — from development to use and impact — and demonstrated
how current ethical frameworks for emerging technologies can be holistically applied to Al. Kooli
(2023) followed a similar line of thought, specifying nine main points requiring attention. Next to
raising awareness and ethical implications, these include adaptation, remediation/mitigation
(anti-cheating) as well as mapping future research directions including both quantitative and
gualitative studies on Al impact and implications. Ghandour, Woodford and Abusaimeh (2024)
applied Laudon and Laudon’s (2020) five ‘moral’ dimensions to the use of GenAl:

¢ Information rights and obligations — individuals should be able to control their personal data
and organisations are obligated to keep information secure and respect individual rights

« Property rights and obligations — complex challenges around IP rights, copyright, ownership
and control arise when GenAl is involved in the creation of intellectual property

e Accountability and control — Al decision-making must be explainable and transparent, and
there must be legal frameworks for liability and oversight

e System quality — high quality Al is essential to prevent malfunctions or ‘hallucinations’ that
create misinformation and provide harmful advice

e Quality of life — Al must not jeopardise human values, institutions, and cultural practices, or
physical health and well-being, social relationships, and autonomy

These five dimensions align relatively well with the six impact areas as defined by the European
Parliament (2020).

Ghandour, Woodford and Abusaimeh (2024) also placed a disclaimer that warns of new ethical
issues that might appear due to the rapid pace of technological advancement. They then, as
Kooli does, call for constant ‘vigilance’ and for continued research to monitor the state of the art
in Al development and usage, and reassess current guidelines and policies.

3.2.2.1. Impact on Academic Integrity

The issue of academic integrity seems to be closely linked with awareness of the risks of using
GenAl tools in scientific research. Fecher et al. (2023) already arrived at this position by pointing
out that Al generated (misleading) content raised ‘concerns about scientific integrity and the
nature of evidence’. Society’s views of Al and the impact Al has on a socio-economic level (from
misinformation to employment security) should force the scientific community to engage in a
public discussion of the ethics related to these technologies and safeguard academic integrity
while developing and using Al tools. As stated by Fecher, the responsibility for this aspect should
rest solely with the academic community. Authors also suggested that researchers should
reflect on the use of Al in the same way they report the use of other methods of data collection



and manipulation in their methodological framework. Explicit Al impact statements in
publications could offer a means for this reflection (Liu et al., 2022).

Though the positive benefit and assistance of GenAl tools was noted, there are also concerns
about potential impacts on academic integrity. Many noted that the use of Al tools could promote
plagiarism and academic dishonesty (Sullivan et al, 2023; Stokel-Walker, 2023; Jarrah et al,
2023; David, 2023; Cotton et al., 2023; Eke, 2023). There were also worries regarding the
authorship and ownership of content generated by Al. As pointed out by Dwivedi et al. (2023),
the possibility of publishing a paper with a GenAl chatbot as a co-author raises concerns about
the ‘legitimacy of scholarly research’ and many other problems such as privacy, misuse and
lack of transparency (Dwivedi et al., 2023, p.33). Jarrah et al. (2023) stress that submitting Al-
generated content without disclosure may misrepresent the author’'s own understanding and
original input, which can be seen as deceptive. To ensure academic integrity, various studies
emphasise the necessity of developing guidelines to address the use of Al tools in research,
with clear regulations on authorship, data management, and transparency (Al-Zahrani, 2023;
Cotton et al., 2023; Eke, 2023). See further details in Section 2.6.

3.2.2.2. Publisher Policies on the Use of GenAl in Research

As already mentioned in Section 2.1, GenAl can be applied to research itself as well as assisting
in generating the outputs of this research. For the latter, both academic organisations and
publishers are establishing policies for responsible use of Al in academic writing. The majority
of these policies are not aimed at discouraging GenAl use, but at disclosing and delimiting the
use of Al for scholarly writing. Disclosure policy should be straightforward and in line with the
earlier mentioned policies on research integrity, where researchers and authors are encouraged
to disclose the use of Al in their research, and the purpose of this usage in the
acknowledgement, or a disclaimer, added to the paper to improve accountability, transparency
and reproducibility. However, disclosure can only be effective if authors clearly understand what
constitutes acceptable use of GenAl (Staiman, 2024a).

Almost all papers reviewed for this section emphasise the paramount importance of establishing
proper, common definitions for fraudulent and legitimate use of Al, next to more standardized
and actionable guidelines on the disclosure and limitations of Al usage (Grimaldi & Ehrler, 2023;
Lin, 2024, etc.). Specifically, the reviews by Perkins and Roe (2023), Ganjavi, Eppler, Pekcan,
et al. (2024) and by Lin (2024) are of interest here as they compare a large number of publisher
policies on the use of GenAl. They find that the most pressing areas of improvement can be
condensed into simple ‘Who, What, Where’ questions:

e Can Al be seen as an author? A common definition of authorship is called for; clarifying
authorship credits and copyright, and who bears responsibility for quality control, proper
referencing, and plagiarism (COPE, 2023, Perkins & Roe, 2024). The Committee on
Publication Ethics states that ‘Al tools cannot meet the requirements for authorship as they
cannot take responsibility for the submitted work. As non-legal entities, they cannot assert
the presence or absence of conflicts of interest nor manage copyright and license
agreements.”

» Which Al was used, and what was the Al’s contribution to the content creation? The main
issue here is the lack of standardized guidelines on ‘what to report’ under this heading (Lin,
2024). Alternatively, publishers could develop a list of GenAl technologies for which usage
is approved, thereby removing ‘the need for declaration’ (Staiman, 2024a). Such a list could
be modelled after the four levels of risk outlined in the earlier discussed EU Al Act (Staiman,
2024b).

"COPE, Authorship and Al tools,
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e Where to report the disclosure statement? Clearer, or even standardized, guidelines could
specify that the disclosure statement should be included in cover letters, methods sections,
abstracts, acknowledgments, disclaimers or specific statements at the end of the article.

The main reason for the issues with these otherwise straightforward questions is the lack of
detailed instructions and ambiguity in author and reviewer guidelines and publisher policies
(Ganjavi, Eppler, Pekcan, et al. (2024). Additionally, there are diverging views on the scope of
Al usage allowed across publishers, ranging from disallowing any Al usage to providing no
guidance at all (Perkins & Roe, 2024). Two issues commonly overlooked or missing in existing
guidelines and policies relate to the level of Al usage (e.g. grammar checking, editing, rewriting,
writing) and the safeguarding of reproducibility. The latter goes beyond merely disclosing which
Al was used by also including the prompts used and any manipulations of the algorithm and
training data.

An indirectly related issue that simultaneously needs to be addressed is the use of GenAl by
reviewers. Current publisher policies are mainly directed at authors, while reviewers might need
similar guidance. Although some publishers have reviewer policies aimed at the use of GenAl,
some do not. From this literature review, it is clear that an industry-wide standard is
needed to provide a common definition of GenAl, clear guidelines on the areas in which
it can be responsibly used, and a standardised set of actionable instructions addressing
the ‘Who, What and Where’ questions, along with the level of GenAl usage and the
safeguarding of reproducibility.

3.3. Cross-impact on Education

Al impact on research cannot be decoupled from the other main purpose of academia which is
teaching. There are possibly two conflicting forces at work.

On the one hand, GenAl models such as ChatGPT are valuable tools to enhance teaching and
learning by developing educational materials, providing instant feedback to students, and
supporting personalised learning experiences (First, 2023). Kovanovic (2022) suggested that,
similarly to other technologies in history, Al tools will be incorporated into the education system.
It was also acknowledged by scholars that proper integration of Al could enhance learning and
assist students in developing certain skills (Sullivan et al., 2023; Dwivedi et al., 2023; First, 2023;
Garcia-Pefialvo, 2023; Gustilo et al., 2024). On the other hand, Al tools can also have a negative
impact on education and learning. Students may become over-dependent on Al tools, which
could lead to a decline in critical thinking and a range of other skills (Gustilo et al., 2024; Garcia-
Pefialvo, 2023).

To guide proper use of Al in science, policymakers and educators need to establish clear
guidelines and regulations to prevent the above-mentioned problems, maintain academic
integrity and foster critical thinking (Sullivan et al., 2023; Schéafer, 2023; Garcia-Pefialvo,
2023). There is also a need for teachers to adjust their teaching methods to incorporate Al
effectively to prevent misuse of Al by students, and to guarantee fairness of assessments
(Ifenthaler et al., 2024; Sullivan et al., 2023; Jarrah et al., 2023).

Itis important to acknowledge that, apart from the research, education, and publishing concerns
discussed above, there is a myriad of Al-related societal, financial, legal, and business and
economic issues to address. They are not discussed in this brief but will undoubtedly be part of
the ongoing debate on the impact and implications of GenAl use.



4. Data Analysis

To explore recent trends in the use of GenAl chatbots in research, documents referring to GenAl
chatbots were retrieved from Scopus using regex queries.® Documents were then classified by
research area, document type, and document section in which the mentions appeared.
Additionally, the context of the mentions was analysed to extract information on the main use
cases of GenAl chatbots in research overall, as well as by research area, document type and
document section. The following subsections present trends in the use of GenAl chatbots in
research (Section 3.1), the context within which these chatbots were mentioned (Section 3.2),
and an early analysis of the imprints left by the use of GenAl chatbots in academic writing
(Section 3.3).

4.1. Trends in GenAl usage in Research

Between November 2022 and March 2024, nearly 24,000 documents referenced one or more
GenAl chatbots. Unless stated otherwise, all Scopus-indexed documents mentioning GenAl
chatbots were included in the analysis for this section. It is possible for documents to mention
multiple chatbots, multiple times, and across different sections, but each document was counted
only once.

Figure 1 presents trends in the evolution of GenAl chatbot mentions from November 2022 (the
launch of OpenAl ChatGPT) to December 2023.

From November 2022 (the launch of OpenAl ChatGPT) to December 2023, GenAl chatbot
mentions grew rapidly in the research literature. The number of unique documents mentioning
GenAl Chatbots increased from 144 (288 correcting for the likely underestimation) in November
2022 to 1,848 (3,696 after correction) in December 2023 (Figure 1, top panel). OpenAl
dominated the signal, as demonstrated by shares of documents with OpenAl mentions always
higher than 50%. Moreover, this share increased and capped between September and
December 2023, when close to 85% of documents referred to a model in the ChatGPT family.
HuggingFace models were very prominent in late 2022 and early 2023, accounting for close to
half of all mentions, but their share declined near 10% in December 2023, corresponding to a
roughly equivalent increase for OpenAl. Models from Meta, Microsoft, Google and others®
remained low. It is nevertheless worth noting the slight increase for Google, which is now on par
with Microsoft, both of them following closely behind Meta.

8 Regex queries are sequences of characters used to search for specific patterns within content. In this project,
the character sequences represented the names of chatbots. The queries were designed to be non-
restrictive, encompassing all name variants in referring to chatbots.

® Anthropic, Tsinghua, Nomic Al, MosaicML, Stability Al, LMSYS, Cohere, OpenChat, Databricks, Mistral,
NousResearch, DeepSeek Al, Stanford, TII.
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Figure 1. Number of documents referencing at least one pre-identified GenAl chatbot (upper panel) and
distribution by developer (lower panel), Nov 2022-Dec 2023.

Note: Documents can mention more than one chatbot, and each chatbot can be mentioned in more than one
document section. The top panel presents counts of uniqgue documents, which are known to be underestimated
by half (see next paragraph). Shares across developers in the bottom panel were computed to sum up to 100%.
Documents published in 2024 were excluded due to incomplete data at the time of analysis. Additionally, close
to 50% of documents lacked information on publication month, defaulting to January and causing a sharp spike
in the trends for January. To address this, January 2023 data were imputed using information from the previous

month (December 2022). Assuming documents with an unknown publication month are randomly distributed,

the raw counts of documents in the top panel of Figure 1 should therefore be twice as large as they are. To
avoid this measurement bias, the lower panel of Figure 1 presents trends in the share of documents mentioning
at least one GenAl chatbot by developer, out of the sum of counts across all developers. This ensures that the
shares across developers sum to 100%.

4.2. Context of GenAl Chatbot Mentions

Understanding the context within which GenAl chatbots have been mentioned in the scientific
literature can offer valuable insights into their main application areas and use cases in research.
To support such an understanding, documents with GenAl chatbot mentions were classified by
research area (using Science-Metrix classification of science), document type (e.g., articles,
conference papers, reviews, editorials, letters and notes) and document section (i.e.,
references, title abstracts and keywords, main publication body, and acknowledgements) in
which the mentions appeared. Additionally, the context of the mentions was analysed to extract
information on the main use cases of GenAl chatbots in research overall, as well as by research
area, document type and document section.
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This was achieved by screening and coding extracts of the GenAl chatbot mentions from more
than 5,000 documents containing such mentions in their meta-matter (title, abstract, and author
keywords), main document body, and/or acknowledgement section. Note that although
mentions from the reference section of documents were the most common, they generally did
not provide useful information to classify mentions by use case. Most mentions in the reference
section of a document only provided URL links to a specific chatbot. The coding of the
publication extracts by the following use cases was achieved by engineering a prompt using a
Llama 3 model from Meta with 70 billion parameters:

e Application: Using LLM GenAl chatbots models such as GPT-2, GPT-3 for classification,
translation, generating word embeddings, text mining and capturing semantic and syntactic
information in local sequences of consecutive words.

« Development: Creating, designing, building, or improving significantly the architecture or
functionality of a GenAl model to perform new tasks or achieve specific goals, excluding
understanding or learning about how to develop new models.

o Ethics: Possible ethical issues and risks of using GenAl models.

o Evaluation: Assessing the performance, accuracy, or limitations of a GenAl model, including
comparing its results to benchmarks, humans, or other models, or analysing its errors,
biases, or robustness.

e Writing: Using GenAl models to assist users in drafting texts. Drafting text includes coding.
e Other: None of the above.

A sample of those document was also coded manually to validate the model’s results. According
to this manual validation, the model correctly classified 89% of cases, with 8% of cases being
ambiguous, and only 4% being misclassified.

4.2.1. Documents with GenAl chatbot mentions by research area
and their use cases

Documents with GenAl chatbot mentions were not evenly distributed across research domains
(Figure 2, top left). Documents classified in the domain of Applied Sciences alone constituted
more than half of all documents with mentions (54.4%)—a domain prone to further develop
GenAl chatbot technologies relative to other domains. Besides the Applied Sciences, an
appreciable share of mentions occurred in the Health Sciences (21.2%) and in Economic &
Social Sciences (14.4%) (Figure 2), two areas of high relevance for the application of GenAl
chatbots in research.!® Across all domains, the most represented field was by far Information &
Communication Technologies (ICT, 44.1%) from the Applied Sciences domain (Figure 2, top
right). This is not surprising, as ICT is the core area from which new GenAl developments,
including new applications, would naturally be expected to originate. This is further confirmed
by its relative ratio of occurrence, showing that chatbot mentions in ICT occur nearly five times
as frequently as would be expected if they were randomly distributed across research areas.
Within the Applied Sciences, Engineering and Enabling & Strategic Technologies also featured
among the seven most represented fields based on their share of documents with chatbot
mentions (4.6% and 4.2%, respectively, Figure 2, top right).

To identify smaller research areas with high interest in chatbots, it is helpful to examine the
occurrence of documents with chatbot mentions by field or subfield relative to all Scopus

10SAS, Generative Al: What it is and why it matters.
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documents in the corresponding field or subfield. A relative ratio of occurrence greater than 1
indicates a higher level of interest than expected under the assumption of a random distribution
of chatbot mentions across research areas. For example, it was shown that the fields of
Engineering and Enabling & Strategic Technologies were among the most represented fields
based on the share of documents with mention. However, accounting for their overall size in
Scopus, their relative ratio of occurrence was less than expected (0.5 and 0.4, respectively).
Among the remaining most represented fields, the Social Sciences (2.2) and Economics &
Business (1.2) fields, both from the Economics and Social Sciences domain, as well as
Psychology & Cognitive Sciences (1.5) from the Health Sciences domain, stood out with relative
ratio of occurrence above expectation.

At the subfield level, 14 categories had twice as many documents with chatbot mentions as
expected (i.e., with relative ratios of occurrence = 2.0, Figure 2, bottom panel), highlighting areas
from four of the five domains: Applied Sciences (AS) with 5 categories, Economic & Social
Sciences (ESS) with 4, Health Sciences (HS) with 3, and Arts & Humanities (AH) with 2. Only,
the Natural Sciences were not represented in this group. Information & Library Sciences (ESS)
led by a significant margin, with a relative ratio of occurrence 9 times as large as expected. It
was followed by Medical Informatics (AS), Human Factors (HS), Artificial Intelligence & Image
Processing (AS), Information Systems (AS), Software Engineering (AS), and Applied Ethics
(AH), all of which had relative ratios of occurrence higher than 5.

Distribution by domain Distribution and relative ratio of occurence by field

IcT 48

Cirical Mesicne -n : ,
3.2% 99.6%

Social Sciences 22

14.4%
Engineering [ 0.5

54.4%
Enabling & Strategic Technologies [§ 0.4

21.2%

Economics & Business 12

Psychology & Cognitive Sciences I 15

Subfields with the highest relative ratio of occurence

Information & Library Sciences 91
Medical Informatics 65

Human
Artificial Intelligence & Image Processing 62
Information Systems 56
Software Engineering 52
Applied Ethics | I 5!
Speech-Language Pathology & Audiology [N 0
Education 35
Science Studies 32
Marketing 29
Computer Hardware & Architecture 23
Communication & Media Studies | NN - 3
Experimental Psychology | NN .

Figure 2. Distribution of documents with GenAl chatbot mentions by domain (top left) and field (top right), as
well as relative distribution of such documents by subfield (bottom panel).

Note: Only fields with the highest document share are presented. Science-Metrix classification of papers by
domain, field and subfield is mutually exclusive such that the sum across categories adds up to 100% (note the
unclassified are not presented). The numbers next to the bars at field level correspond to the relative ratio of
occurrence.

Within the Applied Sciences domain, 14.1% of documents with mentions were related to
developing GenAl technologies (Figure 3). Other important use cases in the Applied Sciences
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included application, writing, and evaluation (36.9%, 24.3% and 21.4%, respectively), which
were also common in other domains. In fact, these latter use cases were the most common
across all domains. Approximately one-third of the documents with GenAl chatbot mentions
related to drafting assistance (33.7%), while another third was related to application (32.3%).
About half of the remaining third referred to the evaluation of chatbot models (18.7%). As
detailed below, there are nevertheless further distinctive patterns in the distribution of use cases
across domains.

However, while application (36.1%) and writing (23%) are the most prevalent use cases in the
Economic & Social Sciences, in similar proportions as in the Applied Sciences, the opposite
was observed for the Health Sciences, with writing (47.4%) being significantly more common
than application (26.2%).Perhaps the most distinctive, yet not surprising, feature of the
Economic & Social Sciences is the strong relative emphasis placed on assessing the ethical
issues and risks associated with the use of GenAl chatbots (18.8% versus 8% across all
domains) (Figure 3). A similar, and even greater, emphasis on ethics (28.1%) was only observed
in the Arts & Humanities, the domain with the smallest share of documents with chatbot
mentions (3.4%). Application use cases were as frequent as ethics in this domain and were
followed closely by writing (23.7%). The Natural Sciences domain was the only one, in addition
to the Health Sciences, in which writing was the most common use case by a wide margin
(58.9%). The application use case followed at 22.6% (Figure 3).

All domains writing 137%
application Iy 32 3%
evaluation 187%
development 9.7%
ethics [ 8 0%
other I 3 4%
Applied writing 243%
Sciences application I 35.9%
evaluation 214%
development 141%
ethics . 5 2%
other I 34%
Arts & writing 237%
Humanities application W28.1%
evaluation 201%
development 8.6%
ethics W 281%
other |3.6%
Economic & writing 23.0%
Social Sciences application I 35.1%
evaluation 16.4%
development 54%
ethics I 18.8%
other W 58%
Health Sciences writing 47.4%
application I 26 2%
evaluation 19.5%
development 44%
ethics 7%
other W23%
Natural writing 58.9%
Sciences application . 22 6%
evaluation 7.4%
development 97%
ethics 132%
other 129%

0 200 400 600 800 1,000 1200 1400 1,600 1,800 2,000
No. documents

Figure 3. Context (use case) within which GenAl chatbots were mentioned by research domain
Note: The share of each use case within a given domain is provided on the right of the corresponding bar.
Documents can be counted more than once if they have more than one mention and if these mentions were
coded differently such that the sum across use cases can add up to more than 100%.
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4.2.2. Documents with GenAl chatbot mentions by document type
and section, as well as their use cases

Figure 4 shows the prevalence of GenAl chatbot mentions by document type and section. Close
to 80% of documents with mentions were found in peer-reviewed documents disclosing original
research, such as journal articles (46.4%) and conference papers (33.3%) (Figure 4, upper
panel). While journal articles are the most represented among documents with chatbot
mentions, this is primarily due to this document type being the most frequent in Scopus. When
computing a relative ratio of occurrence, as was done for fields and subfields in the previous
section, the prevalence of documents with chatbot mentions is below expectation for journal
articles (data not shown). Conversely, it is above expectation for conference papers, which is
not surprising given that this document type is most frequently used as a dissemination medium
for research findings in the Applied Sciences, such as ICT and Engineering—two fields where
chatbot mentions are most common— and because conference papers are often used for recent
work not yet submitted to, or under review at, journals.

While mentions in Editorials amounted to less than 5% of documents (Figure 4, upper panel),
their relative ratio of occurrence was also higher than expected. This highlights the interest
raised by GenAl chatbots in the scientific community, particularly in discussions about their
capabilities, limitations, and potential impacts in research and beyond. Letters also had a
relative ratio of occurrence above expectations despite their small share (3.7%, Figure 4, upper
panel). For an emerging topic with rapid development and uptake, as is observed for GenAl
chatbots (Figure 1), Letters—with their concise yet peer-reviewed content—may offer a
privileged medium for the timely communication of significant findings that may be of immediate
interest to the scientific community.
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Figure 4. Distribution of documents with mentions of GenAl chatbots by document type and section.
Note: Documents can mention more than one chatbot, and each can be mentioned in more than one document
section. The document type ‘other’ is not presented in the bottom panel.

Across all document types, the reference section had the highest occurrence of GenAl chatbot
mentions (Figure 4, lower panel). Out of 24,000 documents with GenAl chatbot mentions, 75%
included a mention in the reference section. Mentions in the meta-matter of documents (title,
abstract, and author keywords) were found in 6,441 documents (27% of documents), while
mentions in the body of the documents amounted to 5,222 documents (22% of all documents).
Less than 10% of mentions were found in the acknowledgment section (2,203 documents).

When examined by document type, the proportion of mentions found within each document
section varied slightly. Articles and reviews had a similar distribution of mentions across
sections, with the document body (35% and 40%, respectively) and the meta-matter (25% and
21%) being most represented after the references. Interestingly, conference papers had the
smallest share of mentions in the document body, at just 0.3%, and the highest share of
mentions in the meta-matter (35%).

Looking at the context of chatbot mentions, articles, letters and reviews had a similar distribution
across use cases, with more than 40% of the documents mentioning the use of chatbots for
drafting assistance (40.1%, 56%, and 44.6%, respectively) (Figure 5). Application and
evaluation were the second and third most common use cases in these document types.
Editorials, like Notes, had a strong focus on ethics (35.1%). Conference papers focused more
on application and evaluation (41.1% and 30.8%, respectively), with very few authors using
chatbots for writing (7.9%). Relative to other document types, conference papers have a strong
relative focus on development, similar to the Applied Sciences. Again, this is not surprising since
conference papers are a preferred dissemination medium in that domain.

As seen in Figure 5, conference papers have, among the main document types, the highest
share of mentions related to applying or developing GenAl chatbots. ICT, a field known to have
a high share of conference papers among its peer-reviewed literature, is also the field with the
highest share of documents mentioning GenAl chatbots (Figure 2, top right). This could be
attributable to research in this field that concerns the application or development of GenAl
chatbots frequently incorporating technical terminology (e.g., large language models, neural
networks, generative Al) throughout its main body, while reserving the introduction of specific
GenAl chatbots for the meta-matter, to convey a concise overview..
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Figure 5. Context (use case) within which GenAl chatbots were mentioned by document type where those
mentions were found
Note: The share of each use case within a given document type is provided on the right of the corresponding
bar.
Documents can be counted more than once if they have more than one mention and if these mentions were
coded differently such that the sum across use cases can add up to more than 100%.

Finally, comparing the context of mentions across document sections, a few notable variations

stood out (
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Figure 6). The title-abstract-keyword and document body sections primarily focused on
applications (44.1% and 48.6%, respectively). In the title-abstract-keyword sections, the context
also often revolved around evaluating the performance of existing chatbots (35.9%). In the
document body, apart from applications, the context varied almost evenly between the
development of new models, ethics, and evaluation (19.2%, 16.1%, and 16.9%, respectively).
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Mentions in the acknowledgment section were predominantly related to acknowledging the use
of GenAl for the drafting process.

Title-Abstract-Keywords Total 1 100.0%
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Figure 6. Context (use case) within which GenAl chatbots were mentioned by document section where those
mentions were found
Note: The share of each use case within a given section is provided on the right of the corresponding bar.
Documents can be counted more than once if they have more than one mention and if these mentions were
coded differently such that the sum across use cases can add up to more than 100%.

4.3. Traces of GenAl Assistance in Scientific Publishing

It has been observed that certain words are favoured by large language models to a higher
degree than their natural rate of use. An increased use of Al-preferred words in manuscripts
could suggest the utilisation of Al chatbots for drafting manuscripts, although it is not a direct
proof of usage (Gao et al., 2023).

Figure 7 shows the occurrence of selected words over three distinct 12-month periods (before,
at the beginning of the use of chatbots, and one year later), with Al-preferred words shown on
the left and control words on the right. Al-preferred words were selected from two lists published
online.'* Control words were chosen based on their similarity in usage to Al-preferred words.
GenAl chatbots were not operational during the initial period. This analysis encompassed all
papers indexed in Scopus during all three periods. An increase in the use of the words in the
Al-preferred group was observed throughout the entire analysis period, with a particularly high
rise noted in the third period for certain words such as 'additionally’, 'explore’, and 'delve'.
Conversely, the control words did not exhibit an increase in mentions; rather, they displayed a
relatively stable usage on average.

11 Al-preferred words were selected from lists of words identified by two different teams
(https://medium.com/@cohan_wilde/top-10-chatgpts-favorite-words-and-how-to-avoid-them-3b8b33f4a885
& https://aiphrasefinder.com/common-ai-words/)
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Figure 7. Mentions per 1,000 words of selected Al-favoured (left) and control (right) words over time.
Note: Words marked by an asterisk could include any additional words with the same root.

To assess the extent to which an increase in the occurrence of Al-preferred words could imply
the use of GenAl chatbots, the average occurrence of Al-favoured words per thousand words
was compared between documents with and without GenAl chatbot mentions for the period
from April 2023 to March 2024 (Figure 8). The occurrence of Al-preferred words was higher
when there was a chatbot mention in the document (in blue; 1.1 occurrence per 1,000 words
versus 0.76 for the baseline, in grey). The occurrence was even greater when the mentions
were found in the acknowledgement section (average of 1.25). As discussed earlier, most of the
mentions found in the acknowledgement section consisted of declarations of the use of Al in the
production of the manuscript.'? Interestingly, when chatbot mentions were found in other parts
of the publications (average of 1.0), the occurrence was still much higher than when there was
no mention of chatbots in the document (average of 0.76).

12 While only the average occurrence for all selected Al-favoured words was presented, the results by word were
similar.
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Figure 8. Occurrence of Al-favoured words in publications with and without mentions of GenAl chatbots, Apr
2022—-Mar 2024
Note: * The analysis excludes documents with mentions found only in the reference section.

Further investigation is needed to determine whether the increased use of GenAl to draft
manuscripts will challenge currently accepted ethical and reporting standards. Meanwhile,
academic organisations and publishers have initiated responses to the rising use of GenAl to
preserve the integrity of academic research. As introduced in section Error! Reference source
not found., such responses include the introduction of ethical policies and guidelines to
establish a framework for the responsible use of GenAl in scientific publishing. While some
publishers strictly forbid the use of GenAl, others allow authors to use the technology for defined
purposes, provided it is properly disclosed. For example, Elsevier’'s policies for authors, editors
and reviewers include the following:

e Authors may use GenAl to improve readability and language, but they must apply human
oversight and control, disclose use of GenAl, and not list GenAl as a co-author.

« Editors and reviewers cannot upload manuscripts and peer-review reports into an Al tool,
and GenAl cannot be used in the review, evaluation or decision-making process.

e GenAl cannot be used to create or alter images in manuscripts except when the use is part
of the research design or method.

e The use of GenAl is prohibited for the production of artwork.

Some publishers also mention the possibility of applying forensic tools to flag possible instances
of non-compliant use of GenAl technologies by content creators, such as language patterns like
those detailed above or image irregularities.

5. Discussion

The primary goal of this policy brief was to provide a comprehensive overview of the current
landscape and implications of Generative Al (GenAl) usage in research. By conducting a
literature review and analysing trends in the use of GenAl chatbots, we aimed to synthesize the
concerns and debates surrounding the responsible use of these technologies and provide early
signals of their potential impacts in research. Specifically, we sought to understand how GenAl
is being utilized in research, the policies and guidelines implemented by publishers to ensure
research integrity, and the early impacts of GenAl on academic writing. Through this analysis,
we aimed to offer insights for stakeholders, including researchers, publishers, and policymakers,
to navigate the rapidly evolving landscape of GenAl in research.

Since the launch of OpenAl's ChatGPT in November 2022, the landscape of generative Al has
evolved rapidly, with numerous new models and updates released at an unprecedented pace.
For instance, in just the first few months of 2023 alone, six major advancements were made,
including the introduction of GPT-4 and various specialized models from companies like Google,
Microsoft, and Meta, reflecting contributions from multiple distinct developers across the
industry (PYMNTS, 2024). Results from the analysis of the scientific literature also show
staggering growth in the mention of GenAl chatbots in research manuscripts. From November
2022 to December 2023, the number of documents with GenAl chatbot mentions increased
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nearly 13-fold, an exponential growth mostly driven by easily accessible models, particularly
OpenAl’'s ChatGPT.

The literature review, as well as the analysis of GenAl chatbot mentions in scientific documents,
showed that the focus of interest in GenAl in the academic world is so far concentrated in a few
domains, fields and subfields. In general, the Applied Sciences domain stands out the most,
which is not surprising as the development of GenAl has its roots in the field of ICT. The whole
domain of Health Sciences sees many mentions of GenAl, especially if one considers the
subfields of the Applied Sciences that are medicine-adjacent, such as Medical Informatics.
Within the Health Sciences, some of the subfields standing out most also have a strong
connection with developments taking place in ICT, such as the subfield of Human Factors. Apart
from these, subfields from the domain of the Economic & Social Sciences, as well as of the Arts
& Humanities, do stand out. In the former domain, the subfields of Information and Library
Sciences and Science Studies, where this report would fall, are concerned with the use of
GenAl. Besides them, GenAl chatbots frequently appear in Marketing and Education research,
the latter subfield being concerned with teaching, one of the two main purposes of academia
besides research.

The literature review also revealed the unease of educators with the use of Al in education,
which can be explained by the ‘future shock’ effect that the rapid rise in the use of GenAl
solutions, as offered for instance by OpenAl, has had on academia and society as a whole.
Although the misgivings that educators seem to have with regards to students using Al
assistance are understandable as they could lead to a decline in critical thinking and a range of
other skills (Gustilo et al., 2024; Garcia-Pefialvo, 2023), scholars themselves seem to be equally
willing to use GenAl assistance in their writing. Across all domains, our results show that
writing is the main use case associated with GenAl chatbot mentions in scientific
documents, along with application, each accounting for roughly a third of all instances.
We also found an increase in the frequency of ‘Al-favoured’ words in scientific documents with
chatbot mentions versus those without; an increase not observed for control words. The
conclusion here is that Al assistance in research and academic writing is becoming increasingly
pervasive, corroborating results by Deike (2024). Additionally, our results on the pattern of ‘Al-
favoured’ word usage as a function of the document section in which chatbot mentions appeared
suggest that not all assistance in academic writing is transparently disclosed through
declarations on the use of GenAl for such purposes.

In the Arts & Humanities domain, the Ethics subfield has five times as many documents
mentioning GenAl chatbots as expected if chatbot mentions were randomly distributed across
research areas. However, the share of documents with such mentions concerned with the ethics
of GenAl usage stands at 8% across all domain. This is well below the collective shares of
documents with mentions concerned with writing, application, evaluation, and development
(close to 95%).® Given the indications offered by our data analysis, the debate on GenAl usage
in research has been cautious, to say the least. Our literature review shows that while the
applicability and usability of GenAl tools in areas such as the Health Sciences are researched
and discussed at length, the debate on risk awareness, ethical implications and the impact on
academic integrity is less well developed (Al-Zahrani, 2023; Eke, 2023; Kooli, 2023; Ferrara,
2024; Ghandour, Woodford and Abusaimeh, 2024). Even though policies addressing these
concerns are being developed at the higher levels of governance, their practical implementation
does not seem to have trickled down to the academic workplace yet. More work is needed in
this area.

As previously noted, the development within GenAl technology, and the field of artificial
intelligence as a whole, is extremely rapid. Already, proposals for fully automated full-stack
GenAl implementations of the whole scientific process are surfacing (Lu et al. 2024). Although

13 Recall that the sum of shares across use cases adds up to more than 100% as documents can relate to more
than one use case.
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some key stakeholders have already established guidelines to regulate research practices as
relates to the use of GenAl, notably in academic writing, it remains of utmost importance for the
academic community and policy makers, both at the national and supranational levels, to
develop and adopt common policies and guidelines regarding the integration of these
technologies into scientific practice and reporting workflows to prevent malicious use and
safeguard academic integrity (Ferrara, 2024). Furthermore, acknowledging the rapid pace of
developments in the field of artificial intelligence, it is crucial that these common policies and
guidelines are kept up to date with the latest advancements (Ghandour, Woodford and
Abusaimeh, 2024).
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7. Annex — Study Methodology

7.1. Declaration of generative Al and Al-assisted
technologies in the working process

The authors acknowledge the use of GenAl chatbots for data mining in the literature review
(Section 2), for the coding the use cases in the data analysis section (Section 3), and for
improving the readability and language of the text. The authors carefully reviewed and edited
the proposed changes as needed and take full responsibility for the content of the publication,
including the critical analysis and conclusions they developed.

7.2. Literature Review

Scopus citation index!* was screened to identify articles discussing both the impact and the
implications of GenAl for research. Papers of interest consist of the combination of
measurement of Al use IN research and the effects of this use ON research. This resulted in
the following Boolean query:

e (TITLE-ABS-KEY (artificial intelligence) OR TITLE-ABS-KEY("AI")) AND (TITLE-ABS-
KEY(research) AND TITLE-ABS-KEY(implicat*)) AND (TITLE-ABS-KEY(impact) OR
TITLE-ABS-KEY (usage) OR TITLE-ABS-KEY (monitor*)) AND PUBYEAR > 2017 AND
PUBYEAR < 2025

The search was limited to the publication years from 2018 and onwards. The corpus that
resulted from this search contains 2,092 papers.

GPT-40'® was employed to recommend the inclusion or exclusion of papers based on a set of
prompts:

“Publications discussing the impact AND implications of the use and usage of artificial
intelligence in research”

“Publications discussing the impact OR implications of the use and usage of artificial intelligence
in research”

These prompts had to represent both instances of impacts and/or implications, as well as
benchmarking it against the other HEI's main pillar, education. The education pillar was likewise
concerned with the use of Al.

As an additional benchmark, research was added to, and replaced with ‘education’:

“Publications discussing the impact and implications of the usage of artificial intelligence in
research and education”

“Publications discussing the impact and implications of the usage of artificial intelligence in
education”

Table 1 shows the results of this exercise. Using the prompt, a quarter of the corpus were
considered relevant with respect to the research AND prompt. The OR prompt selection
obviously contained more papers but not to the extent expected. The benchmarks were

14 See: https://www.scopus.com/
15 See: https://openai.com/index/hello-gpt-40/
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reassuring in that only a few were selected that, according to the Al, dealt with education related
issues only.

Table 1. GPT-40 results for the inclusion or exclusion in the literature review

research_AND 1542 550
research_OR 1209 883
research_education 1636 456
education 1829 263

Manual validation of the 550 papers selected by the Al circumscribes furthermore the publication
set to publications that solely deal with the impact and implications of Al use in research. The
exclusion criteria was: (i) science focus; not a niche area focus but sufficiently broad to actual
discuss the impact across science as a whole (generalisability). (ii) citations; as the corpus is
published in a constricted time-period of just 8 years citation counts can only be used sparingly
as an exclusion criteria although obviously those papers that are highly cited should be part of
the final corpus. (iii) Media types; notes, letters etc. will feature further down the list for inclusion,
and (iii) Publication years; in combination with citations the publication year can be a good
criterion to select for inclusion. This final step resulted in a publication set of 25 papers. This is
not surprising as the field is relatively new and most papers discuss Al related issues on a
specific topic, or on an otherwise non-generalisable level.

7.3. Quantitative Analysis

7.3.1. Identification of publications with mentions of GenAl chatbots

The publications and associated data in the present study were extracted from the Scopus
database, owned by Elsevier. Scopus includes articles, reviews and conference papers from all
fields and subfields of research. Data from Scopus used for this study were accessed in March
2024. All publication types were included in the analysis, except preprints.

The selection of the GenAl chatbot models was based on a list of the most used chatbots
proposed by LMSYS (https://chat.Imsys.org/?leaderboard ), as of May 1, 2024). The list was
expanded to include Meta IA, Google Bard, and Microsoft Copilot. Relevant papers were
retrieved using a relatively permissive list of regex queries (e.g., "Claude-, "Mistral-", "GPT",
"Llama") to retrieve as many papers as possible. This led to the inclusion of models not included
on the list (e.g., former GPT-2, future GPT-5, other Llama models). The use of non-restrictive
keywords and the fact that some bots had very common names (e.g., Claude, Gemini, Dolphin),
led to the inclusion of false positives that were excluded in a second round of regex queries.
Using samples of 100 papers in each of the above-mentioned sections, the precision (e.g.,
proportion of retrieved papers that are relevant to GenAl chatbots) was estimated at 98%
(approximately 2% false positives per section).
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7.3.2. Context of use of GenAl

Extracts of publications with mentions of chatbots in the publication body, title-abstract-
keywords, and acknowledgements sections were screened for the context within which these
mentions were made. For each of these publication section, up to 2,000 distinct papers were
examined using the GenAl model Llama-3-70b, for a total of 5,179 papers. The model was
trained to select the most relevant context based on the definition provided in the prompt.
Precision was estimated in samples of 100 papers. All text duplicates (the same paper section
extract retrieved using different keywords) coded differently were manually checked and the
best context was selected (or corrected). Some paper extracts could have more than one
context.

Prompt: Should "application" be defined as using LLM genAl models like GPT-2, GPT-3 for
classification, translation, generating word embeddings, text mining and capturing semantic and
syntactic information in local sequences of consecutive words, "development" be defined as
creating, designing, building, or improving significantly the architecture or functionality of a
genAl model to perform new tasks or achieve specific goals, excluding understanding or
learning about how developing new models, “"evaluation" be defined as assessing the
performance, accuracy, or limitations of a genAl model, including comparing its results to
benchmarks, humans, or other models, or analyzing its errors, biases, or robustness, "ethics"
as the possible ethical issues and risks of using genAl models, and "writing" as using genAl
models to assist users drafting texts.

Manual coding by use case was also made to ascertain that the coding produced by the model
were sound. Only very minor differences were found between the manual coding and the Al
coding (data not shown).

7.3.3. Occurrence of Al-favoured words in publications

Identifying typically GenAl-generated words was based on a list of words that tend to occur in
Al-generated text at a much higher frequency than in other contexts (Ciaccio 2024). The list of
Al-favoured words and control words is shown in Table 2. Those words were selected on a set
of words found on aiphrasefinder.com and medium.com. ¢ An effort was made to choose
control words with similar meanings; however, the primary objective was to select control words
that were not included in any online lists that could categorize them as Al-preferred terms.

18Al Phrase Finder, The 100 Most Common Al Words,
"Medium, Top 10 ChatGPT's Favorite Words.
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Table 2. Identification of Al-favoured words and control words

Al-favoured words Control words

Delve | s | d | Delving Investigate | s | d | Investigating
Dive | s | d | Diving | Dove Drop | s | ped | ping
Elevate | s | d | Elevating Raise | s | d | Raising
Additionally Besides

Aesthetic

Explore | s | ing | ed Survey | s |ing | ed
Furthermore

Landscape* Perspective*
Paramount Uppermost

Realm | s

Seamless*

Unwaver | s |ing | ed

Note: Asterisk indicates that words can be expanded (e.g., seamless* = seamless and seamlessly)
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The study examines the surge in GenAl chatbot mentions in
scientific literature, showing a 13-fold increase from November
2022 to December 2023. The use of GenAl chatbots in scientific
research is mainly in ICT and Applied Sciences, where Al improves
research efficiency. Key applications include writing and practical
implementation, demonstrating the tool's widespread use in
academic writing and research. Nonetheless, the increasing use of
Al in research and academia raises concerns about quality
assurance and trust issues.
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